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Nntenance management system lo crucial to the 
o v d l  pwfomance of my production system. Pro- 
dtrctivi~ depends on rhe effectiveness of the mainte- 
nance system, while effective and efficient prodm- 
tion pfaaniag depends on the ability of the p b e r s  to 
adequately predict somc crucial maintenance sys- 
tems' pammam. Pafameters such as Mean  tin^ To 
Fail- 0, Mean Time Between F d m  
(MTBP), mean repair time and Isowntime (DT) are 
required for adequate c h a m m i d m  of most main- 
tmmce en-@. Having m adqllntp. knowl- 
edge of these maintenance pamnetm for a given 
&don system we will other fmctions 
like tbe schcduliag a d  plarmisg ~W&OIIS -by 
improving overall ~sma performance. 
The litmatwe is repl- with the application of Up- 

d o a s  Research tooIs ta various mainterrance IW 
lated problem. Por example. B o h  and Protono- 
W[W 163 applied the Mzukov m&l to the m a  of 
~quipmmt maintcnancc and replacement problem. 
Aloba et d. (21 used rirnulatlon for the planning of 
preventive dntenanee activities. In @cular, 

mathematical models have been used to study the 
downtime characteristics assocfated with various 
maintenance envitonments [7.lf]. In this s!udy, the 
concept of artificial neural network is applied to the 
problem of predicting the downtime associated with a 
facility b m .  The downtime cost hns bem 
identified as a major maintenance cost wmponent 
141. 

Por P typical manufacbhg system the duration of 
each downtime d t i n g  f b m  a breakdown or a 
maintenance activity is a mdom variable, where 
Down- = m u c k  breahbn period + malnre- 
m e  repair time. Since DT is a function of some 
two important main- p m e t c r s  and because 
DT affects the o v e d  available production period, 
being able to p d c t  the expactad downtime from a 
given breakdown and maintenance activity will there 
fore be useful far both short term and long term pro- 
duction planning. In other words, given a machine 
breakdown it will be useful to say whether thc mdt- 
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ing PT will be shwt, naadium ar long tern by e- 
tcapolating frwrr historical data of brddown types 
and the assdated Dl's. If it is envisaged that the I.B 
s u l W  DT will be a short-tmn one tben production 
plaa may not be aImmd, job orders may not be can- 
d e d ,  overtime may not be n e m w y ,  howem if it is 
envisaged that the DT will be a prolonged one d m  
pruduction managmat can be & i d  on the uppm 
priaw~wbewbnmordertomitigatethefkt 
of such DT. Mots  tbat clasdhtion of DT hto shart, 
medium, or long wiUdqnmdenihspdiicju4m 
tion envimmua 

Because r prodpdoa system teads to be subject to 
mdom Mum arising b u ~  continnous use and ex- 
~fkmm,mostoftfredalmainmmcere3ated 
param- W to be random or stochastic in mire. 
CorwepmdIy, the duratioo of any downtime DT is 
ex- a be a W o n  of some number of 
rnaintamw and pmddon fstoxs (pmmtm) 
prevailing pliw to the bmk down, It is  obvious that 
this function will not b simple or linear ~JI nature. 
Mathmarial madets rtported in the litwature art 
usually bascd on some simpMyhg asslltnptiom. For 
instanot, Brouwrs m derived mrubtmahl exptes- 
sions for the downthe of an equipmeat assamiag 
expnmtial Mure and repair dismibu$ons for the 
squlpmmt. 

A lw ,aMITF&la rgarh themeanhfor  
rep& was also d, Similarly, Kiqghian et d. 
jl I J m wder to MYB c f d f o m  expisdons hr 
tkmeaadruatioa~fdownttmtasslrrmadthatoo~ 
nent failurns are b m b g c ~ ~ u s  Poisson events in time 
and that itpair ~~ a~ e x p m h U y  M b -  
~ U ~ g * ~ ~ ~ ~ t b t a p  
p l i d o m  of Dht models in many real life problems 
henaethenetdforothcrslpproacises. 
A practical approach w tbis type of problem is to 

nppty conventional regression malysis in wbicb his- 
totical datn are best fined to some functions. The re- 
sult i s  en quation in which each of the inputs xi is 
multiplii by a weight w,; the sum of dl such prod- 

UEtsandacomtant 8 $ivesanestlmateoftheou#nt 
as follows: 

T b B d r r r ~ v l m c k h e r e k t h e ~ o f 8 G J ~ m  
matt h a i o n  capable of aptwing afl fixma of 
&Is ~ ~ p s  as well as automatlcay modifyiDg 
aatpat inacaseo f~ona i in fwmat ion .Aa~-  
cid P S d  Mecwotk (ANN) which imitates the hu- 

man b& h problem solving. b a more general ap 
pmach tbat has thtsc kirabIs atolbuks (12,131, A 
gmmd ovcwiew of the ANN is contained in the Ap 
peadix I. 

3. Methoaohgy 

Tbc ikm in tbe cas~ study is a high volume com- 
medal h based in h g o s  city, Nigeria 
T h e f i f m ~ o n ~ ~ s , ~ d p -  
pers faacrtents. It upcram a set ofcodhgmeehia*s 
which am mow fairly old d thug q u i r e  s o W  
mainttnanct ~~ Tha ~~ of thm wIl- 
fat eading machhs is h e d  out in-house by the 
maintenance deprment. The d m  wad in this stpdy 
were oolktad fmm the maintenance dqmment ac- 
tivities record. 
Tbe firm was cbstmd for a n u m k  of days, ex- 

perienced pdwtion and maintenance staff were in- 
terviewed for R i s t o M  d&ls and operathg records 
vemsd Having thw grasped the total picture of thc 
maiutenancc environmcllt, tbc r a q W  input vari- 
ables, which influence the duration of rep& of my 
particular breakdown, were iden- 

An in- ~flalysis of -own records of tfic 
&pat vwWIes (factors] was catrtd out ta detedne 
their &Iy influam on ?h o-t variable. These 
inpm variables were grot@ into two ~ o r i e a r ;  
namely madhe and product. Thegt wcm, in turn, 
chsMd iato minor, major and cammphic fauIEs. 
T h e ~ c e o f ~ ~ t s b ~ o n t b t r a d ~ n a l e  
that my d o w n t b  is pmccdcd by some &CS of 
f g U I t S e i t b w : i a t h e ~ a r t h t p d u a s o d s a t h  
~ o f t l l B f t n a t ~ w n m a y b t s t o r o d i n B e  
p m m  of the Mu.  In o k  words, each 
frwtt pa#ern or a combination cau be asswiatd with 
a given l q t h  of downtima The idea is to we these 
dmifications to predict the type of bmklmn they 
will cam, since the nature of a b d d o w n  h rs- 
flcmd in the dme taken to correct it. 

Afm tfae c l ~ d o a ,  the data were collected and 
amsfmnd into a form suirablc for d network 
cuihg and then rht g k a l  topalogy of the neural 
network fm predicting the DT was designed. 

The mhhg pdhmnce is &a tvduated using 
the following measutas, namely tbe 
Mean Square Brror W E )  and Cormlati~a CaeM- 
c h t  0: 
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P Number of outpot of prrrcegsing element 

N Number of exemplars in the dm set. 

du Desired oPqrnt for exemplars i at -sing 

- j -  

Equion (1) MkaW t h ~  dew of fit while Bqua 
tion (2) g i m  dtgrea 9f relatiomhip or tht dindm 
of mwement of the two sc& of data, which MSE fails 
to show. 
Tbe im stage is to nsn the expcrimtnt. ?%is and h e  

earUcr s u r d  mges wcre judiciously foltowad as p 
~ICCI in the fohwiig section, 

The dam w mmhs of input fktmhdablas and 
an antput vdable. Tbe inpa vatiablakms are 
pwdaet ionaud~~~lal fwtorsaswalIasmaintp 
wce pammatm that idutnce the dudon of repair 
of a patticdm bmhhwn.  Ibt oarpot vmMIe is the 
downtime after a given breakdown. The d m d m e  is 
however classEd into the dasscs of ehort, mo- 
dim d long tirrme for effective modeling. 

Pmpea data collection plan was done so that 

2) The data is a~ free as possible from o h a -  
tion noise. 

The dm covering time months of @on were 
collected k n ~  recot& and dimions with approprt- 
stcpeasanneloftbe~compaaybasedinLsgos. 

+' Ildlrrolrfkdtr. These are symptoms that when 
n o t i d  can still be t o l d  over a long time 
tbongh lf not even attended to owr a t o l a  
able period Cwrd cause mt&k Imalcdowll. 

Mujorfiutts. These art symptoms that w h  
n o t i d  should be miadd to immdately or 
else tbey could I d  to a major break down of 
the machine. 

cwtrophk jhh. nLest am symptoms, 
~ k h a a t O I d d y l t a d ~ ~ ~ f t h c f l l &  
chinsandreqairtimnwdiatt-re 
pair. 

Hmtc the &st t h s  variBleg sre minor machtae 
huh, major miwhine faults, and catasimphie ma- 
cbIrse~ts.SeeTablc1 forsomeoommansymp 
m m  clapslficadon. 

These am observlle faults in the output Indicatmg 
someproblemsintfiemrrehine.Tkyarealm~ 
~ t h r e e & c g o r i e s I l a d o n ~ ~ o f t t i e o p -  
emom. 

+ M b r  Product fauk. These are fault9 that 
may not teqtlire hnmediate stoppage. It im- 
p b  that machine can go atwad and fitlisb a 
set task w target wb& fWt  can be atteadsd 
t o ~ ~ p m d u d ~ ~ i s r p a n i n g .  

Major Productjhdt. T h e  are psoduct faah 
t h B t m a y d ~ t l l e ~ 0 f m a c h t n e  
s o t h a t m a i n ~ r e g a i r c a n b e ~ e d o u t  

Hmce the m d  sets of variables are &or p i -  
uct faults* &jor product faults and camtmphic 
~ ~ f 9 u t t s  (Table 1). 

The oollected data has to be e q m s d  iimm- 
f ond)  into a fomrat &at oph i zos  the parfonnanee 
dtht mural network. Heme, the domain of the hiput 
m l e s  that is wed in this stndy is as shown in Ta- 
ble 2. 
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The output variable ttpments the downtima @T) 
as follows: 
DT = machine b&own period + mintenanmi 

qair time 

Tha output variable repmsmts drt d d o n  of 
downtime, classified into three p u p s  b d  on likeiy 
impact on prd~ction +on. The thrac c h w s  of 
output varhbh are A m  ttrm. medium rum and 
long tetm. 

1) Shon tern A dormtime of less than 30 min- 
ures. This length of & w p h  may not affect 
production whdule seriously 

2) M m  @RW A do- between 31 nJn- 
~ t o 1 2 0 m i n ~ . T h i s d ~ m y ~  
produdon schedule md hence leads to p h -  
a i n g ~ f ~ ~ ~ s o t o t a ~  

3) L o n g t m n . ' I k r o h o t m d ~ Y e k ~ -  
c d  serious emugh to dfect prodaction 
schedule I m W y  and likely I& to pmduc- 
tion target ar been missd. 

Note that classiication of DT into short, mdum,  
or long will depend on the spcifrc production envi- 
mnmcnt. 

3.2.6. Tmmhmlh a d  aMI.m for output mrMk 

Tbc output variable domain chosen for the three 
variable elassea is shown in Table 3. 

Note that d a s t f i ~ o n  of DT into short, madim, 
or Iong will & p d  on the s p X c  prrduction envi- 
ronment 

After the data bas been kamfmed and the method 
o f ~ g k ~ c h o s e n . i t i s t h e n n e c e s s a r y t o  
&termhe the tapology of the neural network. The 
network topology describes the arrangement of the 
neural a c ~ o r k .  The network topologies available for 
the neural networlr am numerous, each with its inher- 
ent advantages and  van^, for example some 
aetworks uade off for accurslcy, some are a- 
@le of handling static variables and m m not 
continuom. Hence. in order to d v e  at au appmpri- 
ate nwork topology, vatioMi topologiw such a? 
multi-layer percepmn, recarrent network, d  ti^^ 
lagged recumnt network wem considered, Doe to the 

 atar are of the data wailable for this study, which is 
static. the multi-lam perceptton was selected. 

MuIti-layer pampaom (MLPs) f e d - f w d  net- 
works are ty-y ,trained with static data. These 
networks have found their way into couarless applica- 
tions requiring static gattern dasifidon. Their 
main admuage is tha they m easy to use, and that 
they can ~~ any inpatloutput map. The key 
disadv- are that hey ttatn stowly, and quire 
l o t s o f ~ d a t a , t y p i d y  tbetimesrnoretrain- 
ing ggmpIc9 than network weights 111. 

The next g t ~ p  in the hailding of the n d  mtwd 
m&i is the determiaatioa of the namber of proms- 
ingdmmtsandhiddenlayerslatbenetwork Intht 
se ldon of number ofpmcesshg dements to suit the 
network a rradGoff ha9 to be made. A large number of 
p m i n g  elements m w  large number of weigh&, 
though tbis can give the network the p i b i l i t y  of 
fitting very complex diseriminolting functions, it has 
been seen that too many weights produce poor gem- 
akwions. On the other hand vwy small numkr of 
w i n g  e€emen& reduodg the discriminating pow 
of a network, Hewe tbe PBs was v&&d in the study 
from 1 to 5 nodes, to get the most suitable new& 
In the running of the -eat obwations were 
made on the behavior of the learning c w t .  The 
namber of PEs that gives the minimam value Mean 
SqaareBmw(MSE)for tbe l~curve i s~sed .  

I n d e t e n a i n i a g t h e n ~ o f h i d d e a l a y ~ t o b t  
them am two methods in the selection of net- 

work h one em begin witb st 4 network and 
thtn its size (growing method); the o t k  
methdd is to begin with a complex &two& d then 
reduce its the by moving not so impwtant c o m p  
nenm (prPaing method). Thc growing method was 
wed in the budding of the neural nchvmk model. 
Henee, the exprimentation i n w r l v ~  stming with no 
hidden layen and then @ d i y  Inmasing them 

A stPdeat -011 of mmmePcial ANN modehg 
mftwaw was 1184. Various nctwwk m&k were 
atrempted with variations in the nlrmbet of hidden 
layem from 0 to 5 d also processing ehcnts from 
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1 ta 7. The exmwivu me of various aawoplc modtls 
inidally helped to o h e  that the Multi-layer per- 
eeptron wm giving d t e a t I y  Wtu pfmmna 
~ . m ~ w i t h ~ l i ~ a s d e a r -  
lim. ~ ~ e e ~ ~ ~ -  
r a c y a c e ~ b e l o w .  

A m & I ~ o n t b e c h c # ~ n m P h i I & y e r ~  
mnbavhg~htddcHlaygsaPdfoptproctsdling 
~ t s p e r l a y e r ~ ~ ~ .  

Afk the training and cross validation, the netwwk 
was tested with the test data set and the following 
results were o b t d d .  As ~hown in the confusion ma- 
vrix, Table 4 th nuwork was able to aaah an aceu- 
racy of 77% for 58% for d i m  and 100% for 
the Iong daasif~ad6n. This mmsW to an ammcy 
of about 70% ovagil fw the Artificial N e d  Net- 
work which is afkirpcrfmmmce going by shih 
m* fmm h e  ~ I I ~  [S,fS]. Par ~~ an 
ANN =hiewid 70% a c e m y  in pffdietiag m 
production output In Ntgwia El]. F m  I iadicatw 
ttrat tk model mbhg maan quare e m  avmgs  
025afttrmtpoeh. 

Tbesmdy ledto tht&velopase~t ofom 
Mad Ne!mork d that can pradic? the d u d o n  
of downtime associaEd with various bn&downs w 
mrlinmmce activities of a wflltt-coding maehiae. A 
total of six inpat and and ontput variables 
wem usad for the m&l which achieved an ac-y 
of over 70% in pndicting the ex- downtime. 
Also an initial evaluation of this appmach on overall 
produe- a p c i t y  indicates improvement on ma- 
c h b  throughput and the company's a b ' i  to meet 
due@. We recommend Wsimilaestlldiesbtcat- 
id on 0 t h  gmduaion faGilitieS i n m e  hppt 
taam such u the ambient codtiom. 
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An Artificial Neural Network, (ANN) which hi- 
tam the hmtm b i n  m p r o m  solving, is a m m  
general regredon a p p d  capable of mptwhg all 
forms of data da?ion&ps as well as a u t o m t i q  
modXyhg w p  in a caw of additional infomation 
[12,13J, As in ccw&nal re.gmsion analysis, the 
input dataxjarc multiplied by weights, but the sutn 

function of x ~ ,  and combihing many of these func- 
tions incrcascs the avaihblc flexibility. So there is no 
a e e d t o s p e c Q a ~ o n t o w ~ e h t h e ~ a r e t o b e  
f i t t d  Thc function is rm outcome of the process of 
c m h g  a network and fhc network is able to captrue 
almost arbitrrvy relationshipP One desirable feature 
of the network models is that they are d l y  uupdatad 
as more histwid d m  beoome wailabIt. That k the 
models d n w  to learn and extend their kmwIadgE 
base.ThusANNmodels~mfemdtoasadrrgtive 
systems. The ANN has cmhtnncd to ftnd applications 
such as pattam discovery 1151, p c c s s  control [8], 
hancid system management [5], medical diagnosis 
and other areas [3,101. 

G m d l y  a mural neWork consists of n Iaym of 
n m  of which two am input and output lay- 
respectively. The former is the - and the only layer 
which teoeiveg and hmsmits ex- sigads while 
the tatter is the last and the one that sends out the 
results of the m n p u ~ o m .  Thc n-2 inntr ones are 
d e d  bidden l a p  which extract, in relays, relevant 
features or pmems from received signah. Those 
features considered important am thcn directed to the 
output layer. S a p h i s t i d  neural nerworks may have 
several hidden layeas, f d h &  loops, and he-delay 
elemcats, which are designed to make the netwwk as 
e W v e  as possible in dkrhhating devaut  
features or patterns. The ability of an ANN to handle 
complex problems depends on the nambtr of the 
hidden layers dthough raetnt sludim suggest three 
hidden h y m  as being adequate for most wmpIex 
pb1ems [I]. 

Therc am f & W ,  back-propagation and 
feedbacktypegofnetwodcdqmdingonthe manna 
of rteuron mnneuions. The first allows only nrmron 
connections bemeen two &€farm? layem; the second 
has not only fedforward but a h  'error fdbmk' 
connections from each of the neurons above iL The 
last share the w e  ferttures as the fust, but with 
feedback connections, tbat permit more mining or 
laming itemions before mults can be generaled. 

ANN learning can be either supervised or unsuper- 
v W  ln tbe supervised learning the network is &st 
U e d  using a set of actuaI data m f d  to as the 
training set. Thc actual outputs for each input signal 
are ma& available to tfae network drtring the mining. 
-sing of the input and d t  comparisons are 
thmdonebythenatworktogetem,rs wbicharehen 
bwlc propgat& cawing a e  system to adjust the 
weights which control the network [3,9]. fn umaper- 
vised laming, only the inputas are provided. witbut 
any outpuk dw mdts of the h i n g  process m o t  
be determined Tbis mining is considerad comphe 
when h aeural network -he6 a w r  d e f i d  per- 
fmnmce level. Such networh intefnally monitor 
their @mmmce by looking far regularities or trends 
in thc input signals, and make adqhfions a c d n g  
to the function of Lhe network. This information is 
built into the network topology and t ~ h g  rules 
[8,143. 

Typically, the weights are frozen for the applica- 
tion tvtn though some network types d o w  continual 
trainiag at a much slower rate while in opmab~~.  
This helps a network to adapt pdnally to chaaIglng 
conditions, For this work, the supervised tmining is 
osed became it gives faster learning than the m u -  
~~. 
fn supervised mining, the dm h divided into three 

cacegorii: the mhiag, varifidon and tesking sets. 
The training se.? dows the system to 0-t rela- 
tion&@ between input data and ou!puts. In the p 
q it devdops a relationship k m c c n  them. A hea- 
~ c ~ t l l u ! a t h a t ~ n n m b e r o f t h e ~ w ~  
should be at least a factor of 10 times the number of 
network weights to adequately classify &st data [14]. 
Abut 60% of the total sample data was used for 
natwork training in this work. 
The vdfication set is used to check the degree of 

learning of the network in ordet to determine if the 
network is mnvang correctly for adequate pncr- 
d i d o n  ability. Ten m p l s  (10% of the total sam- 
ple data] wwe used in this stdy. The testlwlidation 
s& is used to evaluate the prformmce of the neural 
network, About 30% of the total m p f e  data served 
astestdatainthiswork. - 
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