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ABSTRACT

The machine set-up problem (MSP) s that of determining an_ ophmail
sequence that a sel of N operations will be performed by 3 general-purpose
facility in order to mimimize the lotal costtime of re-seting the faciily  Though
the MSP 1s expenienced in many small scale industnal siluations many of the
exishing algonthms are programmed lo run on super compulers or massively
parallel computer processors which are often nol available for small scale
industnal environment in developing economies In this study a Sublour-free
Set Sequencing Algornthm bascd software for solving real fe medium size
machine sel-.up problem on personal compulers was developed and tesled
The computational time curve exhibited a polynomial growth for the range of
problems solved and the solubion system was shown {o be praclicable
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1.0 INTRODUCTION

The uliization ol classical scheduling theory in
mos! produchon enwironmenls, especially in a
developing country ke Nigenia has been nunimal
'ven though scheduling theory has matured over the
rears (Maccarthy and Lw 1993 Woermnoer and
Gwefeld 1993 Pinedo.  199%) Most often  the
scheduler 1s not familiar with complicated scheduling

theones

While manufaclunng has been revoluhonized in
mos! developed counines where the concept ol
compuler-integrated manufactuning (CIM; s wulely
used il has been reporied that the use of CIM s
very low in Nigena (Ogedenghe et al 2002) The
development of low cost made in Nigeni industnal
soltware 1s an important step lowards realizing the
lull benefit of CIM To increase the acceptability of
any scheduling procedure and enhance ils prachical
.. relevance such aigonthm should be embedded in a
user Inendly software system (Maccarthy and L
1993)

The developmenl of user I[nendly compuler
sottware for solving the Sequence Dependent Single
Machine Sel-up Problem (MSI?) is the locus of this

work

2.0 THE MACHINE SET UP PROBLEM (MSP)

Combinatonal Optimezation,  Machine-Sel-up-Problem. Subltour.

MSP s the problem of deterrmining an optimal
sequence thal a sel of N operations will be
performed by a gcneral purpose facility in order t
minimize the total cost or hme of re-setling 1
facihly In many real-lle problems there arc
sequence dependent setup mes S, (S, = selup ime
if job |15 processed immediately after job 1) and thus
the makespan 1s @ funclion of the schedule Given N
parts and a processor an MSP algonthm finds the
order (a sequence ol the N parls) in which each pan
will pass through Ihe processor or the processor wi
pass through cach only once so that the makespan
i1s muninuzed

It should be noled that MSPs rendiion as 3
processor passing through the N patls (stalions) 1S
popularly interpreled as Ihe Travelng Salesman
Problem (TSP) (Derneko et al 2006 Gulin and
Punnen. 2002, Lawler et al 1985 Kahng and Reda
2004 Balas and Smonettt 2001 Charies-Owab,
2001 Dantzig 1954 Litle et al 1963) When S
S, the problem s a special case the Symmetne 1°
(STSI?) The Marchine Selup Problem (MSi) s
actually the cquivalence of the more  Guneral
Asymmetuc TSP (ATSP) for which S, 4 S may hold -
The Asymmelnc 15Ps cases are known 1w be more
difficull to solves than thew symmelne equivalent
(Johnson et al 2002, Zhang 2004) and thete have
beon indeed very few studes and algonsthms on (he



Asymmetnc TSP (the MSP) reported in the literature
(Kwon et al, 2005. Gutin and Punnen, 2002,
Applegate et al, 2004, Walshaw. 2002)

3.0 THE SUB-TOUR FREE SET-SEQUENCING
ALGORITHM SSA

Interest in new MSP algonthm development has
been atiracting much attention In recent times (see
Balas and Simonetti 2000. Baltz and Svindenko.
20003. b For instance. the largest instance of the
TSP solved to optimalty 1s the 24, 978 Sweden
ciies carned oul on a cluster of 96 Intel Xeon 2 8
GHz dual-processor machines requinng an
equivalent estimated time of 91 9.CPU years of a
single Intel Xeon 28 GHz processor The
computation started in March 2003 and finished in
May 2004 (Applegate, 2004)

Unfortunately, super computing and massively
parallel computing are often not avaiable for
industnal  applications 1n many developing
economies. (Oladokun 2006 Charles-Owaba.
2002) Therefore. the search for efficient MSP
software suitable small end computing platform
found in a lypical Nigenan machine shop
environment remains relevant

Implicit enumeration and heurnistics are the MSP
traditional solution approaches The former are
inefficient, therefore impractical for industnal
applications, while the later are efficient but manz
lack effectiveness For instance there are 2 4 x 10"
and 15 x10™ possible solutions for 20 parts problem
and 25 parts problem respectlively The IBM built
280 6 teraflop Blue Gene/L supper computer (fastest
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modern computer) which could perform up to 2806
tnlion calculalions per second (Fordahl 2005)
using the complete enumeration algornthm, would
take 2 days to find an optimal schedule for a 70
parts problem and 400 centuries for 25 @ s
problem Hence other more construclive n.ihods
are used lo tackle this NP hard problem

3.1 The Set-Sequencing Algorithim (SSA)
Recenlly. Sel Sequencing Algonthm (SSA) was

proposed as a basis for the MSP solution
approaches In the Sel Sequencing parac

(Charles-Owaba 2001, Charles-Owaba 2" , a
complete tour 1s viewed as compnsing a < 1 of N
matnx elements (nks)  Given any i, MSP
solution sequence S, the SSA views a MS .~ matrnix

M( ) as compnsing mcumbent and cand late links
E(M) Set Sequencing s delined as the
transformition of a4 known sequence (S) 1o 3 new
sequence.. (Si.) by feasibly replacing some
incumbent ink in E(S.) with the same number (N
candidate links from set E(C.)

Three distinct sets of links or edges. Th. set of
incumbent hnks |u E(S.). The set of repliced
incumbent links, Lt E(S, ). The set of replacers or
candidale links. Lc - (Ci) are involved in the SSA
process The SSA identfies the hink in set Lc
bringing them into the new solution edge set E(S
one link al a tme, and making sure thal no (o
comes from the same row or column of i) Il
continues until the path of search forms . closed
circut when [Le = iLr| holds A typical prot:iem with
closed circuit 1s shown in Fig 1

3 7 2 1 5 6 ~J 4 10
I L;’67,6(' B3 | 5 I.Tsa 29 [ 77 [32
8 N ¢ NA80 21 |-14 | 14 |1 59 |6 .
7 | }l.s 54 |-23 |31 |-18] |14 |55
2 |4y 1[4 -3 [6s [17 [54]]32 |75
1|64 [-1g[36][4a1 [~ [-19 [46 [59]]-45 |14
8 7 3{_3% -39 | 57 17 e 13 5 N-5 |A
¢ 1-1 y4MNg3l]-4 152 13 [ |82 J-521-7,
9 -8B N\61] 23 |48 |16 [-43 J25 1171 ] I-0|
4 |6 -2 | [\a84{-19 |5 10 |54 |5 {1 [\5_A
10 | %&122 [24 |-27 |57 |20 |8 |3 TR

Fig. 1: SSA Process forming a closed circuit with feasible S.,, = {8 2-1-5-6 10 <.7-3-9-8)



The SSA process matrix in Fig 1 1s known as
difference matnx D( ) obtained from the MSP matnx
as follows

For the candidate index

Di(x, . y)= 2M(x,. y,) = (Vr + Vc)

M(x, 1), ifx, = N
Where Vr =
0
M(x, x+1). otherwise
(1)
and
M(N y,). ify =1
Ve =
M(y,-1 vy,). otherwise,
N. being the problem size
(2)

3.2 The Gain Function Ay (Lr, Lc, Na)

The exact value of the gain Av (Lr lc Na)
associated with a given set Lc 1s calculaled directly
from the current difference matrx. [, () using
equation 3, provided S., forms a feasble or
complete MSP tour

8.
Av(LrLcNa)- :Z Diu,.vi¥  Vuvelc

- =i

t3)

For the SSA procedure. the following equations
are used to compute the value of the new sequence
R

V.(S.1)= Vu(S1+Av (Lr. Lc Na)
(4)

ViulS.1)= V,a(S)+ - Vu-velc

1 &=

-Z-ZD,tul.le
Jul

(9)
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Observe in expressions (3) and (4.5) that, for the
mimimization MSP it 1s desirable that the sum of
terms, {D(u.v)} be negative This 1s aclually an
alternative  MSP model equivalent to the traditional
MSP model Minmize Va(S) See (Charles-Owaba

2001. Charles-Owaba, 2002 and QOladokun 2006)
for further details
4.0 THE SOFTWARE DEVELOPMENT
METHODOLOGY

The objectives of development process are lo
ensure thal the software 1s user fnendly and simple.
that it 1s compatible with- most common low-end
computer platforms. that & has an open-ended
interface amenable for future upgrading which can
supporl and accommodate some other scheduling
algorthms and that it contains adequate help
facilities and documentation for easy mantenance

4.1 Software Development Languages and Tools

Borland Delpiu (versiorn 6 0). based on object
Pascal's syntax and programming logic. has been
adopted - Pascal is powerful and very efficient
terms of tme and space required to run a
programme wrilten in it Boriand Delphi, por.iar
and well accepted among software developers
offers a practcal and easy means of creating
computer apphcations for the Microsoflt Windows
operating systems It 1s a highly portable Integrated
Development Environment (IDEZ) compatible with
mos! computer piatforms These and many oth:
features have informed our adoption this IDE. nd
object Pascal was used for the MSP algonthm ¢ e

4.2 Software Design Methodology

The MSP software 1s designed as a window
based programme with a mouse and keyboard
driven input foutput Graphical User Interface Thie
software system 1s made up of three subsystems
shown in Fig 2 The three subsyslems ar as
follows

* The graphical Interface (GUI)
 [he processing or analysing subsystem and

e The external file and data

subsystem

managen



4.2.1 The Graphical Interface (GUI )

The,GUI is divided into three modules, which are the
input cmodule,- the. . Help module, and the Output
module,

The Main interface

The MSP software interface - 1s’ designed to
resemble the familar Microsoft based window
interface.. This 1,10, take advantage of most usars’
familianity with,this type of inlerface

Input Interface

The input, module .is. capable of loading input
problems online (interactively) and in batch (stored:
on external file). For file input the problem is stored
in ASCII format using rich text file format Both types
of Jnput, options .are, designed to display the input
problem in matrix format for any correction, Figs 3 &
4. It is the corrected version of the input problem that
is used in solving the problem
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The Interactive input form allows users o input data
direclly in three possible formats. 1) As a N by N
square malrix, 2) As a N by 2 matrix of the N stal -
Cartesian coordinates and 3) As a N by 2 malr « of
the N process slales or levels

4.2.2 The Processing or Analysing subsys'cm

The processing subsyslem consists of the
computer codes behind the interface. Processing
subsystem 1s made up of two independent modules
The first module 1s the default module. which cor.'o
the object Pascal codes of the MSP algonthm nd
embedded direclly into the GUI subsystem The
second module contains ihe set of codes for rancom
problems generator and the input data ver'.cauon

code

4.2.3 Programme structure

Fig 5 shows a simplified structure of the 'SP

software Modules

L ]

-

y

GUITSUBSYSTEM

.

PROCESSING
SUBSYSTEM

FILE&EDANTA

Fig. 2: The MSP Software system
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problems) Table 1 gives the summary of !
The Time vs Problem Size curve 1s shown

5.0 COMPUTATIONAL EXPERIENCE AND

DISCUSSION OF RESULTS

The new SSA algorithm was also evaluated using
a set of 280 randomly generated Asymmetiic MSP
problems Similarly, 7 Asymmetnc TSP instances of
17 1o 65 verices from TSPLIB (Rencilt

1991, ! '
Reneilt, 1995) were used for comparative analysis * |
A real hfe apphcation involving a €0-part machine i
set-up problem carried out on a general-purpose "
lathe machine was also solved ! ; j
5.1 Computer Platform Used |
The specification of the computer facilily used 1s i
summarized below _,l

1 Computer Processor 667MZ Pentum Il MMX . ——T— _"'

processor,
n Computer Memory. 128Mb SDRAM and
m Operating system, Microsoft Windows 98 window

..

2000 >r window XP
5.2 Computational Time Analysis

For the randomly generated problems with
problem sizes ranging between 10 and 140 the
problems matrix cost elements were In four ranges
(1) 5-50. (2) 10-50. (3) 20-50 (4) 100 000-500 000
The computational time increased from 0 012 munute
(for the 20 x 20) to 11 minutes for the (100 x 100

Fig.6 1ime vs Problem Size Graph

5.3 Effect of Range Difference

In order to c¢valuate the sensilivity of the
proposed algonthm 1o problem range the = of
mean of time of the two ranges was car-J oul

using t test of mean The size cost elemeriis has no
effect on the computational time at 5% lev |

6



Table 1: Summary of Resulls
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Size No of problems Mean Time (min) Standard Deviation
20 15 00794 0 756339

40 10 02026 0 023244

60 10 1042 0 10051

80 10 3 7268 0 352296

100 10 10 760Y 067852

120 10 26 1462 0901776

140 10 514847 1 583409

Table 2: Computational ime result under range 5-50

Size | No of Probiems Mean Time (min) Varnance Standard Error of mean
20 |5 02112 0 444307 02980

40 5 02042 0016254 00570

60 |5 10908 0 111909 01496

80 |5 3 5892 0 346121 02631

100 |5 10 5286 0669107 0 3658

120 | § 25 6866 0 707048 03760

140 | 5 516348 2.087 0 6453

Table 3: Computational Time Resull under Range 20-50

Size | No of Problems Mean Timeinun) Vanance Standard Error of mean
20 |5 00134 000114 00150
40 |5 0201 0030741 00784
60 |5 0 9932 0065213 01142
80 |5 3 8644 0 324842 02587
100 |5 10 9932 0 673248 03658
120 | 5 266118 089150/ 042225
140 | 5 51 3446 1119734 04732
Table 4: Test of Means for the Two Ranges 5 50 and 20-50
Size l-calculated t- tabulated [§]] Comment
a=-005 a=001
20 0 662694 2776 4 604 4 There s no
40 0 033007 230 3 355 8 synificant difference
60 0 518559 ?2 30 3 355 # mn all the problem
80 -0 74571 2 30 3 355 [ SIAUS
100 -0 89667 2 30 3 355 8.
120 -1 63628 230 3 355 8
140 0 362652 2 30 3 355 8




5.4 Regression Analysis

The piots of expenmental dala oblaincd as
shown in Fig6 were curve filted into a polynomial

function assuming a function of the form ¥ Ax®

Where Y =T the computing time. X n the
problem size and B & A are the regression
coefficients Applying least square fiting gives the
following function

Y=1 099E-6X"“orT=109x10"n"? i6)

Expression 1 seems lo agree with the estimated
number of computations (NC) derived as follows

(a) Number of Transilion Process units (TP) per
replaceable incumbent = 2(N-2)

(b)  Possible number of feasible terms i a
TP=3.4 N (anthmelic progression)

(c) Average number of terms in TP= (N + 3)/2

(d) Number of replaceable incumbents =N

(e) Number differences lo be compuled pet
teration N(N-2)

=
(R

NC= (a)(c)(d) +e = 2(N-2)( JIN) +N(N 2)
Considered over k ilerations

N+ 3
NC= k[2(N-2)( —=— )(N) *N(N-2)}= kN(N-2)(N+4)

Assumed k 15 @ constant, actually k averages six
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[his does nol include the number compulations
required lor testing for the feasibiity of each crcult
Ihis perhaps cxplains why expression 6 15 a
polynomial of degree 3 5 instead of 3 as expec!

Egn (7)

The algonthm of Chnstofides (197C, has a
computational complexity of O {N’} (Par adimitriou
and Steightz 1982) On the other Assignn.on! Based
Tour  construction  approach's = computational
complexity 1s donminated by the solution of the inear
assignment problem for which the currently best
known approach takes ime of O(N') (Johnson 1 Al
2002) While branch and bound algorithr e
exponential even for very small sized prob'. s and
the ime complexity of the 4-opt algorithny 15 O(NY)

5.5 Solution Quality Assessment

Comparing-with the resull of some lraditicnal
methods we assess the quality of solution nbtaincd
from the proposed method Two methods Neoiesl
Neighbour with varying ongin {(mulli starty a-o e
Set ‘Sequencing Algonthm with Cycles ' c:moval
were-used The solutions qualty were co: sistently
betler

Some set of asymmetnc TSP were coliected from
the TSPI 1B and solved with the new software 1able
5 contains the solutions obtained from the new
algonthm and the best solution reported by other
algonthms for each problem on the websi: ne
problems selecled were those arranged iormat

ilerations across the prOblem sizes solved COf“natlh'e with the soﬂware |npu| forr a1t This
(Oladokun, 2006) conlirms the cficctiveness of the RSSA ompared
Then NC= N(N-2)(N+4) (1) with cxisting MSI? solution procedures
Table 5: ATSPLIB Test Data
S/IN | TSPLIB Problem's | Input value | Best SSAs Computational
Problem's | Size Reported | Solution | Time (min)
Identity Solution
1 Ftv17 17 167 39 39 0012
2 Ftv38 39 2331 1530 1459 0109
K P43 43 5843 5620 5576 0 281
4 Fiva4 45 2678 1613 1613 0270
5 Ftva7 48 4289 1776 1776 0283
6 Fiv55 56 3974 1608 1608 073
/ Ftvb64 65 4783 1839 1839 153

Sources: (Reneilt. 1991 Reneilt. 1995)



6.0 EXPERIENCES AND CONCLUSIONS USING
THE SOFTWARE

The following can be concluded from the
experience of test users of the MSP software during
the process of solving both real life problems and
randomly generated problems

1 The MSP software I1s easy to use, as it does not
require memonzing any command It 1s mouse

driven presenting wusers with adequate
guidelines
2 Also the software has been shown lo be

compatible with most common low-end
computer platform Tesls were carried oul on the
popular window 98 and window XP operating
system running on Pentium [l processor

It 1s concluded that efficient subtour-free Set
Sequencing Algonthm based software for solving
real ife medium size MSPs on personal computers
IS practicable The computational time curve
exhibited a polynomial growth for the range of
problems solved
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